Forecast Skill of Minimum and Maximum Temperatures on Subseasonal-to-Seasonal Timescales Over South Africa
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Abstract  Forecast skill of three subseasonal-to-seasonal models and their ensemble mean outputs are evaluated in predicting the surface minimum and maximum temperatures at subseasonal timescales over South Africa. Three skill scores (correlation of anomaly, root-mean-square error, and Taylor diagrams) are used to evaluate the models. It is established that the subseasonal-to-seasonal models considered here have skill in predicting both minimum and maximum temperatures at subseasonal timescales. The correlation of anomaly indicates that the multimodel ensemble outperforms the individual models in predicting both minimum and maximum temperatures for the day 1–14, day 11–30, and full calendar month timescales during December months. The Taylor diagrams suggest that the European Centre for Medium-Range Weather Forecasts model and MM performs better for the day 11–30 timescale for both minimum and maximum temperatures. In general, the models perform better for minimum than maximum temperatures in terms of root-mean-square error. In fact, the skill difference in terms of correlation of anomalies (CORA) is small.

Plain Language Summary  This study evaluates the forecast skill of three subseasonal-to-seasonal models (European Centre for Medium-Range Weather Forecasts, Centre National de Recherche Meteorologues, and United Kingdom Meteorological Office) in predicting minimum and maximum temperatures during December months at subseasonal timescales over South Africa. All three models have skill to a certain extent in predicting the day 1–14, day 11–30, and the full calendar month for both minimum and maximum temperatures.

1. Introduction

For the past few decades National Meteorological and Hydrological Services including the South Africa Weather Service (SAWS) have been routinely issuing weather forecasts (0–7 days) and seasonal climate forecasts (3–9 months) for surface temperatures and rainfall. Forecasting the day-to-day weather is primarily dependent on the atmospheric initial conditions, whereas forecasting at the seasonal to multiannual timescales depends on the slowly evolving components of the Earth system such as sea surface temperatures, soil moisture, and sea ice components (White et al., 2017; Tian et al., 2017). In between weather forecasting and seasonal climate predictions falls the intraseasonal or subseasonal timescale (10–60 days) that has been long neglected because this timescale is difficult to predict (e.g., Luo & Wood, 2006; Hudson et al., 2011; Li & Robertson, 2015; Olaniyan et al., 2018). This timescale is difficult to predict due to the fact that the lead time is sufficiently long that much of the memory of the atmospheric initial conditions is lost and it is too short a time range for the variability of the ocean to have a strong influence on the atmosphere (Black et al., 2017; Vitart, 2013; Vitart et al., 2017; White et al., 2017). Despite the challenges that come with subseasonal predictions, there is an increasing demand from the applications community for skillful forecasts on these timescale (2 weeks to 2 months), recently referred to as the subseasonal-to-seasonal (S2S) timescale.

The need for S2S forecasts triggered government agencies and science community to invest more on resources to improve the skill and to promote the utility of these forecasts in recent years (e.g., Hudson et al., 2013; Li & Robertson, 2015). The accuracy of S2S forecasts relies on the skillful prediction of the large-scale atmospheric circulations, which is closely linked to large-scale teleconnection patterns (Black et al., 2017). These teleconnection patterns reflect large-scale changes in the atmospheric wave and jet stream patterns and thus have strong impacts on temperature, precipitation, and storm tracks over vast geographical
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areas (Black et al., 2017). Accurate climate predictions at different timescales including subseasonal and seasonal are very crucial for decision makers in sectors such as agriculture, energy, and health, among others (e.g., Hudson et al., 2011; Tian et al., 2017). In particular, the forecasts for frequency or duration of precipitation and temperature extremes can be directly tailored to different applications need.

S2S forecast information is crucially important since early warning systems for high-impact weather events could be derived from these predictions (e.g., Tian et al., 2017). In particular, many extreme weather events (e.g., floods and droughts, heat, and cold waves) and their corresponding management decisions fall into subseasonal timescales. Furthermore, subseasonal forecast information can be used for developing strategies for proactive natural disaster mitigation (Tian et al., 2017). However, it is worth mentioning that scientific challenges around improving the predictive skill of S2S forecasts and quantifying their limitations and uncertainties remain and are areas of active research. These include design issues around initial conditions, model resolution, and downscaling, to mention a few. Addressing these challenges requires increased inclusion of quantitative information regarding uncertainty and forecast quality.

On the flip side of the coin, skilful S2S predictions are possible due to improvement of numerical prediction models, ensemble prediction techniques, and initialization (e.g., Black et al., 2017; Hudson et al., 2011; Vitart et al., 2008). This improvement created a great opportunity to further improve the skill of S2S forecasts. Improving the skill of S2S forecasts is paramount and could increase their value to society. Enhancing skill begins with understanding sources and limits of S2S predictability within the Earth system. Literature reveals that there are potential sources of predictability for S2S timescale, including the Madden-Julian Oscillation (MJO), the state of El Niño Southern Oscillation (ENSO), soil moisture, snow cover and sea ice, stratosphere-troposphere interaction, and tropical-extratropical teleconnections (e.g., Ichikawa & Inatsu, 2017; Kim et al., 2014; Vitart et al., 2017; Wang et al., 2016). The objective of this study is to evaluate the skill of the S2S model forecasts in predicting surface temperatures at subseasonal timescales over South Africa. Skilful S2S temperature forecasts at timescales considered in this study could be beneficial to decision makers in sectors such as agriculture in South Africa, as only weather forecasts and seasonal climate outlook are issued by SAWS. The remainder of the paper is organized as follows. Section 2 provides the data sources and the detailed description of methods used to evaluate the skill of S2S models. The results are presented in section 3, and, finally, discussion and conclusions are summarized in section 4.

2. Data and Methods

2.1. Model Data

The reforecasts (hindcasts) of the European Centre for Medium-Range Weather Forecasts (ECMWF; Vitart, 2014, Vitart et al., 2008), Meteo-France/Centre National de Recherche Meteorologues (CNRM; Voldoire et al., 2013), and the United Kingdom Meteorological Office (UKMO) models from the S2S project database (http://apps.ecmwf.int/datasets/data/s2s) are used. Table 1 provides detailed information of the three models of interest. The ECMWF reforecasts are produced twice a week (Monday and Thursday) “on the fly,” meaning every week two new sets of reforecasts are produced to calibrate the Monday and Thursday real-time ensemble forecasts of the following week using the latest version of Integrated Forecast System. Reforecasts of the ECMWF consist of an 11-member ensemble starting the same day and month as a real-time forecast (Monday and Thursday) covering the past 20 years. The UKMO reforecasts are also produced on the fly, on the 1st, 9th, 17th, and 25th each month. The hindcasts consist of a seven-member ensemble per year from 25 March 2017. The CNRM reforecasts data set is a “fixed” data set that means that the reforecasts are produced once from a “frozen” version of the model and are used for a number of years to calibrate the real-time forecasts. The reforecasts consist of a 15-member ensemble starting on the 1st and 15th calendar day of each month for the period 1993–2014. Only the first available December start dates for all the models are considered in this study. Here we have chosen a 1.5° × 1.5° common grid resolution for all the models for the period 1998–2014. The individual model’s reforecast for surface minimum temperatures (Tn), maximum temperatures (Tx) over land are considered and the 500-hPa geopotential height fields (Z500) daily data for December months are used to calculate the first fortnight (d + 1 to d + 14 days) and day 11–30 (d + 11 to d + 30 days) averages as well as to calculate the full calendar month (d + 1 to d + 31 days) averages. The d is the start of reforecast dates. Day 1–14 (first fortnight) timescale is considered to check the influence of the
first 7 days in the models, and this timescale has been explored in Australia (Hudson et al., 2011). They investigated the skill of the Predictive Ocean Atmosphere Model for Australia in predicting Tn and Tx for day 1–14 (first fortnight) and day 15–28 (second fortnight). Day 11–30 is the extended-range weather forecasting timescale and form part of operational product suits at the SAWS, and the monthly calendar falls in the long-range timescale, which is within the definition of S2S timescale (2 weeks up to 2 months) (e.g., World Meteorological Organization, 2016; Viguad et al., 2017; Tian et al., 2017; Ford et al., 2018). The month December is chosen for exploring S2S predictability because it is one of the hottest summer months and most of the heat waves occur during summer months in South Africa (e.g., Herrings et al., 2018; Lyon, 2009). It is worth mentioning that this work is the first to be conducted on S2S predictions in South Africa to our knowledge.

### 2.2. Reanalysis Data

The ECMWF Interim reanalysis (ERA-Interim; Dee et al., 2011) daily surface Tn, Tx, and Z500 data sets are used to calculate the day 1-14 and the day 11-30 averages as well as the full calendar month averages that match the model reforecasts data from 1998 to 2014. The ERA-Interim reanalysis is used here for verification because it is easily accessible from the ECMWF database. The reanalysis data are at the same resolution (1.5° × 1.5°) as the models. It is acknowledged that the ERA-Interim reanalysis might favor ECMWF in the model verification. To address this issue, the ECMWF forecasts were also verified by making use of an independent observational data set (National Oceanic and Atmospheric Administration [NOAA] Climate Prediction Center global temperature data). This revealed no significant difference in the verification scores derived from the independent data set versus that of the ERA-Interim reanalysis data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time range</th>
<th>Resolution</th>
<th>Rfc</th>
<th>Rfc size</th>
<th>Rfc freq</th>
<th>Rfc period</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECMWF</td>
<td>0–46 days</td>
<td>0.25° × 0.25°, L91</td>
<td>On the fly</td>
<td>11</td>
<td>Twice/week</td>
<td>Past 20 years</td>
</tr>
<tr>
<td>CNRM</td>
<td>0–61 days</td>
<td>~0.7° × 0.7°, L91</td>
<td>Fixed</td>
<td>15</td>
<td>Twice/month</td>
<td>1993–2014</td>
</tr>
<tr>
<td>UKMO</td>
<td>0–60 days</td>
<td>~0.5° × 0.5°, L85</td>
<td>On the fly</td>
<td>7</td>
<td>Four/month</td>
<td>1993–2016</td>
</tr>
</tbody>
</table>

Note. Time range in forecast lead time (days), resolution is longitude and latitude resolution (°), and the number after L represents the number of vertical levels. Reforecast (rfc) are run using the actual forecast model but for the past several years on the same (or nearby) calendar day as the forecast. The reforecast is used to calibrate the actual forecast. Rfc size is the number members for reforecasts, rfc freq is how often (frequency) the forecast run, rfc period is the number of years the reforecasts are run (source: Vitart et al., 2017).

The Description of Three S2S Model Forecasts

<table>
<thead>
<tr>
<th>Model</th>
<th>Time range</th>
<th>Resolution</th>
<th>Rfc</th>
<th>Rfc size</th>
<th>Rfc freq</th>
<th>Rfc period</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECMWF</td>
<td>0–46 days</td>
<td>0.25° × 0.25°,L91 On the fly</td>
<td>11</td>
<td>Twice/week</td>
<td>Past 20 years</td>
<td></td>
</tr>
<tr>
<td>CNRM</td>
<td>0–61 days</td>
<td>~0.7° × 0.7°,L91 Fixed</td>
<td>15</td>
<td>Twice/month</td>
<td>1993–2014</td>
<td></td>
</tr>
<tr>
<td>UKMO</td>
<td>0–60 days</td>
<td>~0.5° × 0.5°,L85 On the fly</td>
<td>7</td>
<td>Four/month</td>
<td>1993–2016</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. CORA of ECMWF, UKMO, CNRM, and multimodel ensemble for average maximum temperature (top panels) and average minimum temperature (bottom panels) anomalies for the December day 1–14 timescale from 1998 to 2014. Any CORA >0.3 is significant at the 5% level based on a permutation method repeated 10,000 times.
2.3. Verification Scores

Forecast verification is the process of determining the quality of a forecast through assessment of the degree of similarity between the forecasts and the observations (Mandal et al., 2007; Wilks, 2006, 2011). Verification of forecasts is mostly performed to check if there is a strong relationship between the forecasts and the observations and if the results provide an accurate indication of how good or bad subsequent forecasts will be (Mason, 2008). Deterministic S2S verification is mostly assessed in a form of correlation referred to as CORA (correlation of anomalies), which measures the linear correspondence between the ensemble mean forecast and the observations (Hudson et al., 2011; Li & Robertson, 2015). The model forecasts and the observed anomalies are computed with respect to their own seasonally varying climatologies, respectively. More importantly, the forecast anomalies are computed with respect to lead-dependent hindcast climatiologies. Here the CORA is used to measure a model’s performance in predicting Tn and Tx over South Africa. CORA is a correlation over the initialization time dimension of the forecasts. Statistical significance of the CORA is tested at 95% confidence interval using random permutation method repeated 10,000 times.
Another skill score considered is the root-mean-square error (RMSE), which measures the mean square gap between the observed and forecasts data (e.g., Chai & Draxler, 2014; Zhang & Casey, 2000). The RMSE is a popular statistical measure for the performance of numerical models in atmospheric research and is a good criteria to classify the accuracy of a model; a low index indicates higher accuracy (Mugume et al., 2016). In addition to the CORA and RMSE, Taylor diagrams (Taylor, 2001) are also used to evaluate the models. The domain for the Taylor diagrams is 21°–36°S and 15°–35°E covering southern Africa. These diagrams are widely used to evaluate multiple aspects of complex models and measure the relative skill of many different models against observations (e.g., Intergovernmental Panel on Climate Change, 2013; Kalognomou et al., 2013). The

Figure 4. CORA of the ECMWF against the CPC global daily temperature data set for average maximum temperature (top row) and average minimum temperature (bottom row) anomalies for the day 1–14, day 11–30, and full calendar month timescales during December from 1998 to 2014. Any CORA >0.3 is significant at the 5% level based on a permutation method repeated 10,000 times.

Figure 5. RMSE of the ECMWF, UKMO, CNRM, and multimodel ensemble for average maximum temperatures (top row) and average minimum temperatures (bottom row) for the December days 1–14 timescale from 1998 to 2014.
diagrams provide a statistical way of graphically summarizing how well the modeled pattern (or a set of patterns) matches observations in terms of their correlation, their centered RMSE, and the amplitude of their variations (represented by their standard deviations) (Heo et al., 2013). The diagram is usually visualized as a series of points on a polar plot. The azimuth angle pertaining to each point is such that the cosine of the angle is equal to the correlation coefficient between the modeled and observed data. Radial distance from the origin in the Taylor diagram represents the ratio of the standard deviation of the simulation to that of the observation, and the correlation between two fields is given by the azimuthal position. The distance from the reference point (observations) is a measure of the centered RMSE.

3. Results

3.1. CORA

The ECMWF, UKMO, and CNRM model outputs as well as the multimodel (the average ensemble mean of the three models), here referred to as MM, are evaluated against the Era-Interim reanalysis in predicting $T_n$ and $T_x$ at subseasonal timescales during December months over South Africa. In fact, the MM is considered

Figure 6. As in Figure 5 but for the day 11–30 timescale.

Figure 7. As in Figure 6 but for the full calendar month timescale.
here because it is known to improve forecast skill in climate models (e.g., Viguad et al., 2017). The CORA maps show that all three models have skill in predicting both the Tn and Tx for the day 1–14 timescale over South Africa (Figure 1). Moreover, the correlation is highest over the northeastern parts of the country for Tx and central to southern parts for Tn. It is evident that the MM improves the forecast skill for both the Tn and Tx. The skill over the eastern parts of South Africa could be linked to ENSO, as ENSO plays an important role on the S2S timescale, as a source of predictability. Furthermore, the skill over the same areas is found in seasonal prediction studies (e.g., Lazenby et al., 2014). However, it is clear that all the three S2S models exhibit relatively low skill in predicting both the Tn and Tx for the day 11–30 timescale (Figure 2), with forecast skill diminishing significantly as compared to predicting the day 1–14 timescale. Moreover, the ECMWF model outperforms the UKMO and the CNRM models for predicting the day 11–30 timescale. For the calendar month timescale the CORA indicates that all the individual models perform better compared to predicting the day 11–30 (Figure 3). In general, the forecast skill for all models is concentrated over the eastern half of South Africa for the calendar month timescale. It is worth noting that the MM outperforms the individual models in predicting both the Tn and Tx for all the timescales. To assess if there is bias between the ECMWF model and the ERA‐Interim, we used NOAA Climate Prediction Center global temperature data set (https://www.esrl.noaa.gov/psd/data/gridded/index.html) for verification and comparable results were found for Tx (Figure 4).

3.2. RMSE

The RMSE maps show that all three individual models are more skilful in predicting the Tn as compared to Tx for all the timescales (Figures 5–7). The errors for the day 1–14 and calendar months timescales are smaller as compared to that of the day 11–30 timescale. In general, the ECMWF and UKMO models have a small error as compared to the CNRM model for all the timescales considered. This result is in agreement with the CORA results in the previous paragraph. The errors for predicting Tx are much higher as compared to those for Tn for all the timescales. Moreover, this result suggests that Tn is more predictable than Tx for all the timescales considered here. Once again the MM of the three models improves the forecast skill in predicting both the Tn and Tx for all timescales.

Figure 8. Taylor diagrams for area‐averaged maximum temperatures for the day 1–14, 11–30, and monthly maximum temperature for South Africa. The open circle along the horizontal axis represents the observation (ERA‐Interim) data, and the individual S2S models are shown by solid colored circles. The correlation between models and observation is shown on the azimuthal axis.

Figure 9. As in Figure 8 but for the minimum temperatures.
Figure 10. CORA for the 500Z against maximum (top row) and minimum (bottom row) temperatures for the day 1–14 (a), day 11–30 (b), and day 1–31 (c) time-scales. Any CORA >0.2 is significant at the 5% level based on a permutation method repeated 10,000 times.
3.3. Taylor Diagrams

Figures 8 and 9 show the Taylor diagrams of Tx and Tn, respectively. The models are more skilled in predicting the day 1–14 and calendar month timescales as compared to the day 11–30, with correlation coefficient greater than 0.5 for Tx. The correlation is relatively low (less than 0.5) for the day 11–30 timescale, except for the ECMWF Tx forecasts. The MM outperforms all the individual models with a higher correlation coefficient of about 0.9 for the day 1–14 and calendar month timescales. The RMSE of MM is lower than all individual models in all forecasts; however, the correlation coefficient is relatively low for the day 11–30 timescale. With regard to evaluation of Tn, similar results are found as that of evaluating Tx forecasts (Figure 9). The models exhibit a general good performance for the day 1–14 and calendar months simulation and poor performance for the day 11–30 forecasts. Again the MM performs relatively well as compared to individual models with higher correlation coefficient and lower RMSE.

3.4. CORA for Large-Scale Atmospheric Circulations

The Z500 large-scale atmospheric circulations of the ECMWF, UKMO, and CNRM S2S models are used to evaluate the potential source of prediction skill of Tx and Tn for the day 1–14, day 11–30, and day 1–31 (full calendar month) timescales during December over South Africa. It is worth mentioning that the 850-hPa geopotential height fields (Z850) and Z500 have been used to predict both Tx and Tn at seasonal timescale over southern Africa (e.g., Lazenby et al., 2014). In fact, the SAWS is using the Z850 to predict rainfall and temperatures (Tx and Tn) on an operational basis. The Z500 CORA exhibit relatively low to no significant values over the central eastern parts of South Africa for both Tx and Tn for the day 1–14 timescale (Figure 10). Furthermore, the ECMWF model CORA values are not significant over the western parts of the country. For the day 11–30 timescale, high CORA values for both Tx and Tn are generally concentrated over the northeastern parts of South Africa, with no significant values over the western parts of the country for all the models. All the models exhibit relatively high CORA values for both Tx and Tn over north eastern parts of South Africa for full calendar month timescales. It is worth noting that for all the timescales the MM exhibits improved CORA values as compared to all three individual models suggesting a correlation between the Z500 and temperature anomalies, thus the atmospheric circulation seems to be a potential source of predictability.

4. Discussion and Conclusions

National Meteorological and Hydrological Services around the world, including SAWS, routinely issue weather forecasts and seasonal climate forecasts for surface minimum and maximum temperatures and rainfall. In between weather forecasting and seasonal climate predictions falls the intraseasonal or subseasonal timescale that has been long neglected because this timescale is difficult to predict. Despite the challenges that come with subseasonal predictions, there is an increasing demand from the applications community for skillful forecasts on these timescales. Subseasonal predictions are important since they are the ones that early warning systems for high-impact weather events could be derived from. In particular, since many extreme weather events (e.g., floods and droughts, heat, and cold waves) and their corresponding management decisions fall into subseasonal timescales. Furthermore, subseasonal forecast information can be used for developing strategies for proactive natural disaster mitigation.

In this study the skill of the ECMWF, UKMO, and CNRM S2S model outputs, and their average ensemble mean are evaluated in predicting surface maximum and minimum temperatures at subseasonal timescales over South Africa. The RMSE indicates that all three models perform better predicting minimum temperatures as compared to maximum temperatures. The error is much higher for maximum temperatures for all the timescales during the December months. The CORA and the Taylor diagrams show that all the three models perform better in predicting both average minimum and maximum temperatures for day 1–14 and calendar month timescales as compared to the day 11–30 timescale during the December months. The reason for this could be the fact that the first 7 days (weather forecasting time scale) are included in both the day 1–14 and calendar month timescales. In fact, all the models considered here exhibit relatively low skill in predicting the day 11–30 timescale for both the minimum and maximum temperatures. It is evident from the CORA and the Taylor diagrams that the multimodel outperforms all the models in predicting both minimum and maximum temperatures for all the timescales. The Z500 large-scale atmospheric circulations seem to have an influence in the predictability of Tx and Tn, particularly over the eastern half of South Africa.
We can conclude from the results that the MM outperforms the individual S2S models considered here in predicting both minimum and maximum temperatures at subseasonal timescales considered here over South Africa. In fact, it was established that the MM for subseasonal forecasts generally improves on the individual model skill in most cases (e.g., Moron et al., 2018). For this reason, multimodel forecasting systems for minimum and maximum extreme temperatures at subseasonal timescales can be developed for South Africa.
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